**Unit-3**

**Apriori Algorithm**

* Apriori algorithm refers to the algorithm which is used to calculate the association rules between objects.
* Apriori algorithm is also called frequent pattern mining.
* This algorithm uses frequent datasets to generate association rules. It is designed to work on the databases that contain transactions. This algorithm uses a breadth-first search and Hash Tree to calculate the itemset efficiently.
* It is mainly used for market basket analysis and helps to understand the products that can be bought together. It can also be used in the healthcare field to find drug reactions for patients.

**Apriori says:**

The probability that item I is not frequent is if:

* P(I) < minimum support threshold, then I is not frequent.
* P (I+A) < minimum support threshold, then I+A is not frequent, where A also belongs to itemset.
* If an itemset set has value less than minimum support then all of its supersets will also fall below min support, and thus can be ignored. This property is called the Antimonotone property.

**What is Apriori Algorithm?**

* Apriori algorithm refers to an algorithm that is used in mining frequent products sets and relevant association rules. Generally, the apriori algorithm operates on a database containing a huge number of transactions. For example, the items customers but at a Big Bazar.
* Apriori algorithm helps the customers to buy their products with ease and increases the sales performance of the particular store.

**Applications Of Apriori Algorithm**

Some fields where Apriori is used:

* **In Education Field:** Extracting association rules in data mining of admitted students through characteristics and specialties.
* **In the Medical field:** For example Analysis of the patient’s database.
* **In Forestry:** Analysis of probability and intensity of forest fire with the forest fire data.

Apriori is used by many companies like Amazon in the Recommender System and by Google for the auto-complete feature.

* **The steps followed in the Apriori Algorithm of data mining are:**
  1. **Join Step**: This step generates (K+1) itemset from K-itemsets by joining each item with itself.
  2. **Prune Step**: This step scans the count of each item in the database. If the candidate item does not meet minimum support, then it is regarded as infrequent and thus it is removed. This step is performed to reduce the size of the candidate itemsets.

**The Apriori Algorithm:**

**Step 1:**Start with Single Items: Identify frequent individual items that meet the minimum support.

**Step 2:**Generate Larger Itemsets: Use the frequent itemsets to create new combinations of larger itemsets.

**Step 3:**Check in Database: Go through the database and count how often these larger itemsets appear.

**Step 4:**Remove Infrequent Itemsets\*: Remove any itemsets that don’t meet the minimum support or whose smaller subsets aren’t frequent.

**Step 5**:Repeat: Keep making larger itemsets and checking them until no more frequent itemsets can be found.

**Step 6**:End: When no more itemsets meet the criteria, stop the algorithm.

**Support**

In data mining, support refers to the relative frequency of an item set in a dataset. For example, if an itemset occurs in 5% of the transactions in a dataset, it has a support of 5%. Support is often used as a threshold for identifying frequent item sets in a dataset, which can be used to generate association rules. For example, if we set the support threshold to 5%, then any itemset that occurs in more than 5% of the transactions in the dataset will be considered a frequent itemset.

The support of an itemset is the number of transactions in which the itemset appears, divided by the total number of transactions. For example, suppose we have a dataset of 1000 transactions, and the itemset {milk, bread} appears in 100 of those transactions. The support of the itemset {milk, bread} would be calculated as follows:

Support({milk, bread}) = Number of transactions containing

{milk, bread} / Total number of transactions

= 100 / 1000

= 10%

So the support of the itemset {milk, bread} is 10%. This means that in 10% of the transactions, the items milk and bread were both purchased.

In general, the support of an itemset can be calculated using the following formula:

***Support(X) = (Number of transactions containing X) / (Total number of transactions)***

**Confidence**

In data mining, confidence is a measure of the reliability or support for a given association rule. It is defined as the proportion of cases in which the association rule holds true, or in other words, the percentage of times that the items in the antecedent (the “if” part of the rule) appear in the same transaction as the items in the consequent (the “then” part of the rule).

Confidence is a measure of the likelihood that an itemset will appear if another itemset appears. For example, suppose we have a dataset of 1000 transactions, and the itemset {milk, bread} appears in 100 of those transactions. The itemset {milk} appears in 200 of those transactions. The confidence of the rule “If a customer buys milk, they will also buy bread” would be calculated as follows:

**Confidence("If a customer buys milk, they will also buy bread")**

**= Number of transactions containing**

**{milk, bread} / Number of transactions containing {milk}**

**= 100 / 200**

**= 50%**

So the confidence of the rule “If a customer buys milk, they will also buy bread” is 50%. This means that in 50% of the transactions where milk was purchased, bread was also purchased.

In general, the confidence of a rule can be calculated using the following formula**:**

***Confidence(X => Y) = (Number of transactions containing X and Y) / (Number of transactions containing X)***

**PROBLEM:**

**Example:**
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Minimum support count is 2

Minimum confidence is 60%

**Step-1:**K=1  
(I) Create a table containing support count of each item present in dataset – Called **C1(candidate set)**

![Lightbox](data:image/png;base64,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)

**II**) compare candidate set item’s support count with minimum support count(here min\_support=2 if support\_count of candidate set items is less than min\_support then remove those items). This gives us itemset L1.
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**Step-2:** K=2

* Generate candidate set C2 using L1 (this is called join step). Condition of joining Lk-1 and Lk-1 is that it should have (K-2) elements in common.
* Check all subsets of an itemset are frequent or not and if not frequent remove that itemset.(Example subset of{I1, I2} are {I1}, {I2} they are frequent.Check for each itemset)
* Now find support count of these itemsets by searching in dataset.
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**(II)**Compare candidate (C2) support count with minimum support count(here min\_support=2 if support\_count of candidate set item is less than min\_support then remove those items) this gives us itemset L2.
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**Step-3:**

* Generate candidate set C3 using L2 (join step). Condition of joining Lk-1 and Lk-1 is that it should have (K-2) elements in common. So here, for L2, first element should match.  
  So itemset generated by joining L2 is {I1, I2, I3}{I1, I2, I5}{I1, I3, i5}{I2, I3, I4}{I2, I4, I5}{I2, I3, I5}
* Check if all subsets of these itemsets are frequent or not and if not, then remove that itemset.(Here subset of {I1, I2, I3} are {I1, I2},{I2, I3},{I1, I3} which are frequent. For {I2, I3, I4}, subset {I3, I4} is not frequent so remove it. Similarly check for every itemset)
* find support count of these remaining itemset by searching in dataset.
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**(II)** Compare candidate (C3) support count with minimum support count(here min\_support=2 if support\_count of candidate set item is less than min\_support then remove those items) this gives us itemset L3.
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**Step-4:**

Generate candidate set C4 using L3 (join step). Condition of joining Lk-1 and Lk-1 (K=4) is that, they should have (K-2) elements in common. So here, for L3, first 2 elements (items) should match.

Check all subsets of these itemsets are frequent or not (Here itemset formed by joining L3 is {I1, I2, I3, I5} so its subset contains {I1, I3, I5}, which is not frequent). So no itemset in C4

We stop here because no frequent itemsets are found further

**Confidence**   
A confidence of 60% means that 60% of the customers, who purchased milk and bread also bought butter.

* Confidence(A->B)=Support\_count(A∪B)/Support\_count(A)
* So here, by taking an example of any frequent itemset, we will show the rule generation.  
  Itemset {I1, I2, I3} //from L3  
  SO rules can be  
  [I1^I2]=>[I3] //confidence = sup(I1^I2^I3)/sup(I1^I2) = 2/4\*100=50%  
  [I1^I3]=>[I2] //confidence = sup(I1^I2^I3)/sup(I1^I3) = 2/4\*100=50%  
  [I2^I3]=>[I1] //confidence = sup(I1^I2^I3)/sup(I2^I3) = 2/4\*100=50%  
  [I1]=>[I2^I3] //confidence = sup(I1^I2^I3)/sup(I1) = 2/6\*100=33%  
  [I2]=>[I1^I3] //confidence = sup(I1^I2^I3)/sup(I2) = 2/7\*100=28%  
  [I3]=>[I1^I2] //confidence = sup(I1^I2^I3)/sup(I3) = 2/6\*100=33%
* So if minimum confidence is 50%, then first 3 rules can be considered as strong association rules.

**Advantages**

* Easy to understand algorithm
* Join and Prune steps are easy to implement on large itemsets in large databases

**Disadvantages**

* It requires high computation if the itemsets are very large and the minimum support is kept very low.
* The entire database needs to be scanned.

**Frequent Pattern Growth Algorithm**

* This algorithm is an improvement to the Apriori method. A frequent pattern is generated without the need for candidate generation. FP growth algorithm represents the database in the form of a tree called a frequent pattern tree or FP tree.
* This tree structure will maintain the association between the itemsets. The database is fragmented using one frequent item. This fragmented part is called “pattern fragment”. The itemsets of these fragmented patterns are analyzed. Thus with this method, the search for frequent itemsets is reduced comparatively.

**What is Frequent Pattern Growth Algorithm?**

The FP-Growth Algorithm is an alternative way to find frequent item sets without using candidate generations, thus improving performance. For so much, it uses a divide-and-conquer strategy. The core of this method is the usage of a special data structure named frequent-pattern tree (FP-tree), which retains the item set association information.

**Frequent-Pattern Tree**

The frequent-pattern tree (FP-tree) is a compact data structure that stores quantitative information about frequent patterns in a database. Each transaction is read and then mapped onto a path in the FP-tree. This is done until all transactions have been read. Different transactions with common subsets allow the tree to remain compact because their paths overlap.

A frequent Pattern Tree is made with the initial item sets of the database. The purpose of the FP tree is to mine the most frequent pattern. Each node of the FP tree represents an item of the item set.

The root node represents null, while the lower nodes represent the item sets. The associations of the nodes with the lower nodes, that is, the item sets with the other item sets, are maintained while forming the tree.

**Frequent Pattern Growth Algorithm**

**Step 1**: Create an FP-Tree: Organize the data into a tree based on item frequency.

**Step 2:** Check for Single Path: If the tree has just one path, combine items along that path to form frequent patterns.

**Step 3:**Process Multiple Paths:

- If the tree has multiple branches, for each item:

- Combine the item with the current pattern.

- Create a smaller tree (conditional FP-tree) for that item.

- Repeat the process on this smaller tree.

**Step 4.** Gather Patterns: Collect all the frequent patterns found in the process.

**Step 5.** Stop: When no more patterns can be found, stop.

**Problem**

**Example**

Support threshold=50%, Confidence= 60%

**Table 1:**

|  |  |
| --- | --- |
| **Transaction** | **List of items** |
| **T1** | **I1,I2,I3** |
| **T2** | **I2,I3,I4** |
| **T3** | **I4,I5** |
| **T4** | **I1,I2,I4** |
| **T5** | **I1,I2,I3,I5** |
| **T6** | **I1,I2,I3,I4** |

threshold=50% => 0.5\*6= 3 => min\_sup=3

**Table 2: Count of each item**

|  |  |
| --- | --- |
| **Item** | **Count** |
| **I1** | **4** |
| **I2** | **5** |
| **I3** | **4** |
| **I4** | **4** |
| **I5** | **2** |

**Table 3: Sort the itemset in descending order.**

|  |  |
| --- | --- |
| **Item** | **Count** |
| **I2** | **5** |
| **I1** | **4** |
| **I3** | **4** |
| **I4** | **4** |

**Build FP Tree**

Considering the root node null.

1. The first scan of Transaction T1: I1, I2, I3 contains three items {I1:1}, {I2:1}, {I3:1}, where I2 is linked as a child, I1 is linked to I2 and I3 is linked to I1.
2. T2: I2, I3, and I4 contain I2, I3, and I4, where I2 is linked to root, I3 is linked to I2 and I4 is linked to I3. But this branch would share the I2 node as common as it is already used in T1.
3. Increment the count of I2 by 1, and I3 is linked as a child to I2, and I4 is linked as a child to I3. The count is {I2:2}, {I3:1}, {I4:1}.
4. T3: I4, I5. Similarly, a new branch with I5 is linked to I4 as a child is created.
5. T4: I1, I2, I4. The sequence will be I2, I1, and I4. I2 is already linked to the root node. Hence it will be incremented by 1. Similarly I1 will be incremented by 1 as it is already linked with I2 in T1, thus {I2:3}, {I1:2}, {I4:1}.
6. T5:I1, I2, I3, I5. The sequence will be I2, I1, I3, and I5. Thus {I2:4}, {I1:3}, {I3:2}, {I5:1}.
7. T6: I1, I2, I3, I4. The sequence will be I2, I1, I3, and I4. Thus {I2:5}, {I1:4}, {I3:3}, {I4 1}.
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**Mining of FP-tree is summarized below:**

1. The lowest node item, I5, is not considered as it does not have a min support count. Hence it is deleted.
2. The next lower node is I4. I4 occurs in 2 branches , {I2,I1,I3:,I41},{I2,I3,I4:1}. Therefore considering I4 as suffix the prefix paths will be {I2, I1, I3:1}, {I2, I3: 1} this forms the conditional pattern base.
3. The conditional pattern base is considered a transaction database, and an FP tree is constructed. This will contain {I2:2, I3:2}, I1 is not considered as it does not meet the min support count.
4. This path will generate all combinations of frequent patterns : {I2,I4:2},{I3,I4:2},{I2,I3,I4:2}
5. For I3, the prefix path would be: {I2,I1:3},{I2:1}, this will generate a 2 node FP-tree : {I2:4, I1:3} and frequent patterns are generated: {I2,I3:4}, {I1:I3:3}, {I2,I1,I3:3}.
6. For I1, the prefix path would be: {I2:4} this will generate a single node FP-tree: {I2:4} and frequent patterns are generated: {I2, I1:4}.

|  |  |  |  |
| --- | --- | --- | --- |
| Item | Conditional Pattern Base | Conditional FP-tree | Frequent Patterns Generated |
| I4 | {I2,I1,I3:1},{I2,I3:1} | {I2:2, I3:2} | {I2,I4:2},{I3,I4:2},{I2,I3,I4:2} |
| I3 | {I2,I1:3},{I2:1} | {I2:4, I1:3} | {I2,I3:4}, {I1:I3:3}, {I2,I1,I3:3} |
| I1 | {I2:4} | {I2:4} | {I2,I1:4} |

**Advantages of Frequent Patterns Growth Algorithm:**

* This algorithm needs to scan the database twice when compared to Apriori, which scans the transactions for each iteration.
* The pairing of items is not done in this algorithm, making it faster.
* The database is stored in a compact version in memory.
* It is efficient and scalable for mining both long and short frequent patterns.

**Disadvantages of Frequent Patterns Growth Algorithm**

* FP Tree is more cumbersome and difficult to build than Apriori.
* It may be expensive.
* The algorithm may not fit in the shared memory when the database is large.

### **Difference between Apriori and FP Growth Algorithm**

|  |  |
| --- | --- |
| **Apriori** | **Frequent Pattern Growth** |
| Apriori generates frequent patterns by making the itemsets using pairings such as single item set, double itemset, and triple itemset. | FP Growth generates an FP-Tree for making frequent patterns. |
| Apriori uses candidate generation where frequent subsets are extended one item at a time. | Apriori uses candidate generation where frequent subsets are extended one item at a time. |
| Since apriori scans the database in each step, it becomes time-consuming for data where the number of items is larger. | FP-tree requires only one database scan in its beginning steps, so it consumes less time |
| A converted version of the database is saved in the memory | A set of conditional FP-tree for every item is saved in the memory |
| It uses a breadth-first search | It uses a depth-first search. |

**MULTIDIMENSIONAL ASSOCIATION RULES**

* Multidimensional association rule comprises of more than one aspect
* Numeric attributes should be discretized.
* Attributes can be unmitigated or quantitative.
* Quantitative characteristics are numeric and consolidate pecking order.

**Approaches in mining multi dimensional affiliation rules :**  
Three approaches in mining multi dimensional affiliation rules are as following.

1. **Using static discretization of quantitative qualities :**
   * Discretization is static and happens preceding mining.
   * Discretized ascribes are treated as unmitigated.
   * Use apriori calculation to locate all k-regular predicate sets(this requires k or k+1 table outputs). Each subset of regular predicate set should be continuous.

**Example –**  
If in an information block the 3D cuboid (age, pay, purchases) is continuous suggests (age, pay), (age, purchases), (pay, purchases) are likewise regular.

**Note –**  
Information blocks are appropriate for mining since they make mining quicker. The cells of an n-dimensional information cuboid relate to the predicate cells.

1. **Using powerful discretization of quantitative traits :**
   * Known as mining Quantitative Association Rules.
   * Numeric properties are progressively discretized.

**Example –**:

age(X, "20..25") Λ income(X, "30K..41K")buys ( X, "Laptop Computer")

1. **Grid FOR TUPLES :**  
   **Using distance based discretization with bunching –**  
   This id dynamic discretization measure that considers the distance between information focuses. It includes a two stage mining measure as following.
   * Perform bunching to discover the time period included.
   * Get affiliation rules via looking for gatherings of groups that happen together.